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Abstract This paper presents the possible benefits of introducing technology into the teaching method-
ology currently used for teaching hearing impaired people the Ecuadorian Sign Language. The techno-
logical solution proposed in this paper is composed by a special glove; used to measure hand data for
the recognition of signs and a graphical user interface designed following a blackboard metaphor aiming
to provide a clear feedback. The system was designed to be usable independently of the age, experience
with computers and literacy/numeracy level of the users. Nine teachers and three students were tested
to obtain feedback about the usefulness of the system. The results indicate that even though the system
is still lacking in recognition accuracy, it provides a more interactive and engaging teaching environ-
ment that could prove beneficial for the learning process. Among these benefits are the reduction of
physical resources needed by the instructor, a tool for self practice/learning that produces a better use
of resources and a possible promising tool to promote group teaching/learning.

1 Introduction

It is not a new idea that information and communication technologies (ICT) have given good results when
applied to strengthening teaching/learning strategies. Recent examples of projects using ICT to improve
learning are presented in [9, 21, 29, 31, 59], some of its advantages are presented as follows. By using
multimedia to present content, the learning experience is enriched by exploiting more than one sense [1].
Additionally, other research [5] agrees that creativity is enhanced and self-esteem can be built as a result
of applying ICT in education during the early ages. Other human features that can be strengthened by an
ICT-powered learning process include the memory, auditory processing skills and listening skills, the last two
influence directly on user attention [47].

This is different from students without disabilities, whose learning can be focused on any of their different
senses, impaired students depend mostly on one or two senses or skills that are well developed as a consequence
of their impairement. In the particular case of hearing-impaired students, hand signs and/or face expressions
are used as means of communication. For this reason, the intensive use of their sense of sight since an early
age gives them a higher visual perception making them more keen and adept at learning through visual
data [32]. Currently, there are three methodologies that address the teaching/learning of hearing-impaired
students: audio-verbal, cued speech and gestural.The gestural approach focuses on the communication using
signs, postures and gestures of the hand. The word or phrase that is tried to be conveyed, is performed in
an area limited by the head and the waist. In Ecuador, the set of postures and gestures used by hearing
impaired people is known as the Ecuadorian Sign Language (ESL). Locally, the gestural approach is widely
used because it is considered by teachers to be easier to be taught and learned than oralism, a cued speech
approach based on lip reading.

Given the fact that more and more people have access to ICT, exploitation of its features makes them
a powerful tool to be integrated in the learning process in every special classroom. This paper presents the
potential benefits of using a sign language recognition system in the teaching/learning process (TLP) of the
hearing impaired. This system is able to recognize 20 different signs divided into two different group terms:
animals and colors. The system was tested on 12 individuals, nine were teachers and three students from
two different centers for hearing impaired students. The test aimed to measure the usability and potential
adoption of the system in the TLP.

This paper is organized as follows: Section two presents the processes used in the teaching/learning of
hearing impaired students. Then, section three introduces some assistive technology used to improve the
TLP of hearing impaired individuals. The next section presents the problem and its proposed solution. In
section five, a test procedure to evaluate the potential of the proposed solution is described including tools
and settings of the test procedure. Section six presents the results of the study. Section seven presents the
analysis and discussion of the research. Finally, findings of the study and recommendations for future work
are given.
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2 Teaching/Learning Process for Impaired Students

.
As mentioned above, as a side effect of having an impairment on a specific sense or ability, another sense

develops to compensate it. For example, people with visual impairments often have a well-developed sense of
hearing and sometimes also a heightened sense of touch. In the case of hearing impaired people, the sense of
sight in conjunction with attention are developed [6, 7, 32, 42]. To provide an effective methodology that will
allow students with disabilities to gain knowledge, the TLP should be focused on the developed senses/skills
of the student.

2.1 The case of the Hearing Impaired

Like other people with impairments, most of the time people with hearing impairments are pushed to learn
by learning methods that focus more on effectiveness than efficiency. Consequently, these methods tend to
be repetitive and time consuming [51]. Most of these methods follow a Drill and Practice strategy. Drill and
Practice is an instructional strategy that promotes the acquisition of knowledge or skill through repetitive
practice. To be meaningful to learners, the skills built through drill-and-practice should become the building
blocks for more meaningful learning. “Drill and Practice activities help learners master materials at their
own pace” and “There is a place for drill and practice mainly for the beginning learner or for students who
are experiencing learning difficulties” [44]. For these two characteristics, a drill and practice system might
be an ideal tool for helping the hearing impaired in the TLP of ESL.

Students with hearing impairements face big difficulties in regular lectures. As stated in [50] they are an
alike-minority, while many are really adept at reading lips others are not, some communicate orally and others
through sign languages, gestures, writing, or a combination of these methods. Usually, hearing impaired
students are taught through interpretation, meaning a third person needs to be present in the classroom
to communicate the content to the student, or that a visual language might be used by the instructor to
communicate with the student [54]. Even when the students have an impairment in their sense of hearing,
the intensive use of their sense of vision since an early age makes them more adept at learning through images
and movements [6, 7, 32, 42]. Nonetheless, this enhanced peripheral vision comes at the cost of diminished
central vision capacity. Therefore, the usage of visual materials in the teaching of hearing impaired people
could be considered an obvious approach. Even though we follow this approach, it is very important to note
that if images and visual materials are used in the classroom to aid in the learning process, the concentration
and attention shifts between the interpreter and the materials; thus, the interpreter and/or materials might
become barriers in the process and must be taken into account [33, 34]. These facts provide great insight as
to what kind of resources should be used within the learning process that hearing impaired students undergo.

There are features of the computers that make them good assistants on the execution of drill and practice
exercises [23]. Through constant feedback given by drills run on computers, the users have the possibility to
improve easier and faster. Additionally, the computers provide the capacity to repeat a task or drill as many
times as required by users, giving them control of their learning pace.

3 Assistive Technology for Hearing Impaired Students

Technology has been introduced in the learning process of the hearing impaired with the objectives of im-
proving the results obtained during the process and to enhance the employed methodology. For teaching
the hearing impaired, there are several technologies that are employed that can be divided in three groups.
Depending to the type of media provided to the user, these systems can be divided as video-based systems
[14, 15, 43, 46, 49] or sound-broadcast systems [16, 28]. Based on the digital representation [37] used to
describe a sign they can be classified as notation systems, video systems or animation systems. Based on
the user experience and interaction, systems can be classified as story-based systems [8, 24] or as tangible
systems [25, 39, 41, 60].

This last classification offers some advantages and disadvantages i.e. story-based systems make the user
participate in the storyline of a tale or game. These systems include animations in 2D and/or 3D environments
prompting the user to perform several actions that may affect the storyline. As a result the immersion and
motivation of users are improved. However, users have the disadvantage of requiring such interaction through
keyboards and/or mouse instead of making users to practice the signs they have just learned while following
the story. Another weakness of story-based systems is the limited scalability related to the recognized signs
and game inventory: virtual worlds, characters, items, etc. Due to the heavy load of designing and developing
process of this inventory, the rate at which new content can be integrated is very low. On the other side,
tangible systems aim to provide a more natural means of interaction different from the traditional keyboard
and mouse interface. By moving away from this interface, tangible systems not only capture users that do
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not know how to use a computer but provide interfaces with high affordance that decrease the learning time
of such systems. For example, as a strategy to encourage early acquisition of sign language in young children
Yarosh et al. [60] propose a system to augment everyday objects that can be used in an interface with a
virtual world. In this system, children were able to interact with a digital environment that taught them
American Sign Language. A similar, but more portable, approach is the one proposed in [25] where children
were able to watch sign language videos in an modified toy bear. Other work [35, 58] have proposed the use
of gloves with sensors for the recognition of sign language, but no approach to use this hardware to improve
the TLP has been proposed.

4 Problem Statement & Proposed Solution

While visiting Ecuadorian centers related to the instruction of people with hearing impairments the lack
of technology to support their TLP is clearly evidenced. In addition, when analyzing the current teaching
strategies used in hearing impaired schools, ESL is taught using printed images as support material which
means that teachers carry a considerable amount of pictures and books for the class. Similar to other sign
languages ESL is composed by a wide lexicon, which increases the amount of physical material to be carried
by teachers and the necessary time required to locate a certain image. For this reason, a computational
system that could store all these images and provide organization among them would be very beneficial.
Another factor that must be considered is that students beginning with ESL studies are not necessary adults
or have experience with computers. Therefore, the proposed solution must focus on usability providing a
proper feedback that can be understood by students regardless of their age or literacy/numeracy level. The
decision to support a sign language instead of oralism, was made based on the following criteria: (a) Local
teachers consider that when they teach a sign language, the student is able to learn a concept not only a
word, as it happens when they teach how to read lips; (b) as stated in [2, 3, 4], hearing impaired people are
proud of their condition, they consider themselves a minority who communicates differently rather than a
group of “disabled” people.

Through a prototype system and a short study, this work aims to answer: 1) what are the potential
benefits that would bring the introduction of technology in the TLP of ESL? and 2) Is the proposed system
easy to use?.

4.1 The Proposed Prototype System

The proposed system is mainly composed by three elements: a glove with sensors, a web camera, and a
computer. As seen in Figure 1a, users wear a special glove and interact with the system through ESL signs.
As a result the system projects a representation of the meaning of the sign on the screen of a computer
(Figure 1b). This system was designed to recognize ESL which is composed by postures, position of the
fingers in a certain moment, and gestures, trajectories done while moving the hands. ESL differs from other
sign languages by not requiring facial expressions.

The design of this prototype system is focused on three features: increasing motivation, scalability, and
mobility. Increasing motivation means that the introduction of this system on the TLP of ESL would boost
the enthusiasm of users towards learning and/or practicing ESL. The proposed system aims to improve the
scalability of the current TLP by storing large volumes of words, images and recognizable signs in computers.
In addition, it must decrease the time required to locate the image related to the meaning of a certain sign.
Mobility is directly affected by scalability. Due to its large storage feature, this system must provide the
teacher the capability to move a large number of support material in a relatively small physical object, a
portable computer. Therefore, by using a portable computer, a portable ESL classroom can be developed.

4.1.1 Posture Recognition

A seen in other research [19, 35, 58] a glove is used to obtain the position of the fingers. The advantage of
using gloves over vision-based posture recognition methods is that gloves do not suffer from occlusion and are
not affected by lighting variations [48]. In this implementation, a Cyberglove II wireless glove [27] was used.
This glove has 23 sensors and sends data measured by the sensors to a computer via a bluetooth connection.
The data measured by the glove was used with a pattern recognition algorithm for the recognition of hand
postures. This algorithm consisted in a simple three-layered feed forward neural network [19, 36, 53, 57] for
the modeling of the posture detection system. A three layered neural network usually consists of an input
layer, a hidden layer and an output layer linked together with weights that change as the network is trained.
The input units of the neural network represent measurable features and the output units represent the values
used for the classification.
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Figure 1: Interacting with the system

4.1.2 Gesture Recognition

Gestures are the trajectories or silhouettes made while moving the hands. For the recognition of the gestures,
the location of the hand is required at every moment of the interaction in order to identify its trajectory.
In the proposed system, hand tracking is done by color segmentation algorithms. One step prior to the
segmentations is to cover the cyberglove with a red glove then , using a web camera, images of the user are
continuously captured. These images are changed to the Hue-Saturation-Value (HSV) color space and the
glove is detected using color segmentation algorithms filtered with erosion/dilatation operations. The main
reason the HSV color space is selected was that it emphasizes the human perception in hues and that it has
an easily invertible transform from RGB [11, 12] which makes it fast enough for real time processing. Once
the coordinates of the hand, defined by the centroid of the red blob, are obtained. Those coordinates are
sent to a Grid Algorithm based on the algorithms proposed in [55, 56] for stroke recognition.

4.1.3 Sign Recognition

Once postures and gestures are detected, they are compared against a set of rules. This set of rules describes
all the signs recognizable by the system. As a measure to deal with variation or noise introduced by users
while signing, these rules are represented by regular expressions (RegEx). RegEx can be defined as an
expressive pattern language or strings, written in that language, that describe a search pattern [20, 22]. This
feature makes RegEx appropriated to describe code sequences with low variations, becoming a useful tool for
handling the human factor on encoded gestures. When a match is obtained between the identified sign and
one of the signs of the set of rules, a feedback is given through the graphical user interface.

4.1.4 Feedback Interface

As presented in Figure 1b the feedback is given through a graphical user interface (GUI) on using a blackboard
metaphor that presents a pictorial and textual representation of the meaning of the sign. Through pictorial
representations the system provides a clear explanation of the meaning of the sign. By presenting an additional
textual representation, the system extends its functionality not only helping to learn the meaning of a sign, but
also helping in learning the written form of a term represented by a sign. This interface and the processing of
the system were implemented using a multicore laptop. In addition, to test the potential of using technology
on the TLP of ESL, the main objective of this system is to be effective and easy to understand by users
(teachers and students of different ages and levels of literacy). The system included two sets of signs linked to
the topics; animals and colors. Both topics included items represented by words and pictorial representations.
Further details related to the implementation and accuracy of this system are presented in [40].

5 Method

To answer the research questions posed in section 4, an usability test was set-up, mainly to answer question 2
“Is the proposed system easy to use?”; however, question 1: “what are the potential benefits that would bring
the introduction of technology in the TLP of ESL?” was answered through observation analysis of the users
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and their reactions while testing the system. The usability test included ESL teachers and/or instructors,
and students.

Several variables that affect the user experience and that influence the perception of the user towards
the adoption of a system were measured. The first variable was usability, which is defined by ISO (1998) as:
“the effectiveness, efficiency and satisfaction with which specified users achieve specified goals in particular
environments” [26], and more specifically efficacy or effectiveness and easiness of use, the latter linked to user
satisfaction. Easiness of use was two-folded in easiness of use and degree of comfort while using the system.
Another variable of interest was the attitude towards technology as a mean for enhancing the teaching-
learning process. It was important to have a basic background about attitudes of users towards technology
for teaching and learning and technology in general to understand the results we obtained with the usability
survey designed for this experiment [13, 17].

This survey included 16 items, 13 used a five point likert scale (from total disagreement to total agreement)
and three open questions. Attitude towards technology was evaluated using three items, producing for this
variable a possible maximum score of 15 and a minimum of 3. Nine items were related to usability; thus
the user could rate the usability of the system from 9 to 45 (9 times 1 or 9 times 5, respectively). Usability
was compounded of three subscales: effectiveness, easiness of use and degree of comfort; each subscale was
measured by 3 items. There was also one item linked to the level of agreement about the future use of
the system for teaching sign-language. The open questions were about the challenges found by the user
when testing the system, suggestions to enhance the final product, and perception about the comparative
advantages between the system and the current teaching method used at each educational organization.

5.1 Testing Settings

The settings used for the testing were similar to the ones currently used for teaching in a one-teacher-one-
student fashion (Figure 2). In regular ESL lessons, the teacher is seated next to the student, both in front
of a mirror. When teaching a new sign, the teacher signs to the mirror which is constantly observed by the
student. By using a mirror, the student is able to see from a reflected angle the sign made by the teacher
and check if the sign he/shes is trying to do, matches the one done by his/her teacher. In addition, printed
pictures or books are used to present the meaning of the sign.

5.2 Testing Procedure

Following testing lines like [38, 52] and recent work [43, 45, 49], the prototype was tested on a group of nine
teachers/teaching assistants and three students from two educational organizations (six users per organiza-
tion) for hearing impaired students in Ecuador. Among the teachers the average age was 44 (Min=19, Max=
60, SD=13.88). Two students were boys and one was a girl, all of them were 17.

The testing was composed of four parts: a briefing, a guided interaction test, an open interaction test,
and the survey application . At the beginning of the test, five minutes were taken to give a short briefing to
each user to present the system and the objectives of the test. During the guided interaction test, the user
was asked to perform each of the 20 signs related to the animals and colors defined in the set of rules that
described the signs; the users were requested to perform the signs according to the animals category and then
to the colors category. This part of the test lasted approximately 20 minutes, one minute per sign. Later,
three minutes were given to users to perform signs from the set in a random fashion. During the development
of these tasks, a researcher observed the users and wrote down his impressions about the expressions and
actions done by the users that could reflect their reaction to the interface. Finally, the users were asked to
fill out the survey described in the previous subsection.

6 Results

While observing users during the usability test, the researchers detected the following impressions from users:
a)they were really surprised about the cyberglove and the number of gloves needed (3) to interact with the
system and discomfort caused by the glove; b) users were very cooperative and talked about alternative ways
to improve and use the system once they got used to it and understood how it works; for instance, they
suggested the system might be used to support self-learning, and peer-tutoring; c) signs like pink, hippo,
rabbit were more complicated for the users to be done and took longer periods to be executed, five users
performed these signs while staring at the hand with the glove or with the help of the other hand; these
signs needed crossed fingers or more flexibility to be executed; d) one teacher performed different signs for
red, black and rooster than the ones in the system, he stated that these signs are different in other regions in
the same country; e) a student interacting with the system got support and clues from others, not using the
system, when executing different signs; f) users were really happy at the end of the usability test and asked
when the system was going to be installed in their premises.
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Figure 2: Test in currently teaching settings

From data gathered from the survey, the participants indicated a positive attitude towards technology.
The first quartile was 13.25, second quartile 15.00 and the third quartile 15.00 with SD=1.07. The users were
also very positive towards the usability of the system. Table 1 presents the results for each of the subscales
in the survey that evaluated usability.

Table 1: Descriptive statistics for Efficacy and Easiness of use (N =12)

Efficacy Easiness of Use
Easiness of Use Degree of Comfort

Mean 10.63 12.42 10.88
Std. Deviation 3.28 2.74 3.26

Minimum 6.00 7.00 6.00
Maximum 15.00 15.00 15.00
Percentil 1 7.00 11.00 13.6
Percentil 2 10.50 13.50 14.75
Percentil 3 7.75 10.50 14.50

As can be seen from Table 1, efficacy was the subscale with the lowest mean, followed by degree of
comfort, while the mean of easiness of use was the highest. Friedman test to find differences in the subscale
usability scores was used and no significant differences were found (X2(2) = 188, p < .552). The total scores
of usability calculated from summing up the individual scores of each subscale resulted in a mean value of
33.92 (Min=21.50, Max=45, Q1=30.00, Q2=34.75 Q3=37.00, SD= 6.98). Even though the overall scores
were according to the expectations of the authors, teachers were less positive than students when evaluating
the system as shown in Figure 3. However, this difference was not found significant when tested using
Mann-Whitney U test (U =10, p<.515). Regarding the perception of the users about the future adoption
of the system for the TLP in ESL, most of the users fully or partially agreed (91%) on the adoption of the
system, only 9% of them indicated a partial disagreement. As for the advantages foreseen by the users,
they indicated that the system is efficient (33.3%), easy to learn, supportive for the TLP, very good and no
comments (16.6.% each). The challenges faced by users during the testing period were the following: difficulty
when using glove (inflexible, heavy), too many devices to be worn, the combination of the first and second
challenge, inaccuracy in sign detection, no comments (16.7% each); difficult usage and none (8.3%). Some
suggestions pointed by users were: “only one glove should be used” (25%); “customized gloves according
to actual user sizes should be used”, the system need to be used several times to get better accuracy, keep
working “its is a great system” 16.7% (each); and, provide more feedback when making wrong signs and no
suggestions (8.3% each).

7 Analysis and Discussion

This section will present first the weakness of the study and later the strengths of it. One of the weaknesses
found is that there were few users in the usability test as opposed to what is suggested in [18]. On the
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Figure 3: Difference in usability perceptions among participants.

contrary, usability studies as the ones carried out by Nielsen and Virzi included only a maximum of five users
because most of the usability problems in a system are detected by this number of users [38, 52]. Another
weakness is that this usability test was focused more on the easiness of use and degree of comfort when
using the system, than other metrics included in usability studies like: number of errors, time to complete
a task or ratios of success and failure to complete a task [30]. The current analysis is based on descriptive
statistics, mainly due to the limitation in the number of participants of the study. It was proved that the
main usability weakness of the system is concerned with the discomfort using the cyberglove, which affected
the development of tasks (interruptions) during long periods of time. For instance, it was observed that
some users looked at their hand when trying to do signs where crossing fingers were required (when signing
color pink); for some users, putting the fingers in the correct position was difficult because the glove was to
rigid or too big, resulting in wrong signs. In addition, the cost of the cyberglove (approximately US.$5000)
represents a barrier towards the massive adoption of the system. For these reasons, future work should focus
on approaches that do not rely on specific hardware, for instance appearance-based algorithms as the ones
researched in [10].

The general attitude of the participants towards technology was very positive, resulting in also a positive
perception of the users about the adoption of the system in the future. This result might be different with
a group of people with a more heterogeneous attitude towards technology. Another weakness of this part
of the study is the lack of a formal attitude survey used by other researchers previously. The fact of only
reporting descriptive statistics can be seen as a weakness. However, other inference tests were used to identify
significant differences between the opinion of teachers and students. These tests resulted in no significant
differences between the conditions.

Two promising potential benefits were detected: technology assisted self-learning and technology assisted
group learning. The group of teachers said that as the system provides a feedback when a properly done
sign is recognized, it can be used as a tool for self-learning among the students. By doing this, the time
and attention of the few ESL experienced teachers can be given to beginner students while students with
previous ESL knowledge can interact and gain new knowledge from the system. Observations on the students
showed how their motivation drove them to sign together when just one student was interacting with system.
This fact shows a promising use of the proposed system to drive a methodology of technology assisted group
learning or peer tutoring on ESL. This might represent a significant contribution on the learning process of
ESL, which has been taught in a personalized one-teacher-one-student mode during the last years.

Observations also reflected that, locally depending on the area or region, few words were signed differently,
which influenced the recognition accuracy of the system perceived by the teachers. This factor of sign
variations on the location, must be considered for future mass adoption of the system.

Finally, in contrast to previous work aiming to improve the TLP of hearing impaired students, there are
two factors in which the solution proposed on this paper differs. Compared to [25, 60], which targets children,
the solution proposed on this paper aims to reach students and teachers independently of their age. Another
difference with [25, 60] and [14, 15], is that the interaction means of the present proposed solution pushes
the student to practice the sign language. For example, users interact with the system through signs while in
the other systems, the interaction was driven by a mouse, keyboard or another external tool. Previous work
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similar to the one proposed on this paper can be found in [24], but even when they have the similarity to push
the user to interact through signs, they differ in scalability. While the proposed system uses a minimalistic
GUI, [24] proposes the use of an enriched GUI composed by elements that might delay the rate at which new
content is added to the system.

The results achieved in this study are similar to ones obtained by Parton [41], where it was also observed
that users picked the process very quickly and that technology was a facilitator rather than a distracting
factor. On the other hand, the perception of the teachers towards using that system for group learning was
not so positive since they expressed that it was too focused on only one student at a time. Similar to what
was seen in [25], the presented prototype offers an engaging experience and has a promising application for
group learning, but the prototype presented in this papers has the advantage of being targeted to not only
children, but adults as well. Related to use of gloves with sensors, this study yielded the same results as the
ones in [24], where users expressed the discomfort produced on their wrist by the gloves. On the other hand,
the presented prototype has the advantage of not being user dependent.

8 Findings

“What are the potential benefits that would bring the introduction of technology in the TLP of ESL?” it
was found that the present system has a promising future, as perceived by teachers. One potential benefit
foreseen before the implementation of the system is that the system offers portability and mobility for the
teacher, making her-him possible to provide a portable ESL classroom. This portable classroom system
would provide access to learning to students from rural areas. Another benefit brought by the system was
its potential use as a self-learning tool for students. By doing this, the time of the teacher can be focused
on new students; producing a better use of resources. Powered by the motivation of the students, the use of
this kind of technology for teaching/learning proved the possibility to perform group learning, peer tutoring,
resulting in a better use of resources as well as providing a one-to-many teaching by extending the system
with a projector.

“Is the proposed system easy to use?” the usability tests demonstrated that it was easy, however some
issues about the degree of comfort when using the cyberglove is an issue to be solved. As stated by several
users, the cyberglove was too rigid and make it difficult for them to do the signs. This represents a difficulty
that prohibits the use of the proposed system for long periods of time. The cost is another factor that may
also limit mass adoption. Even though the results obtained in this study are very positive and the future of
the system seems promising, more research is needed for attempting its mass adoption and generalizing its
suggested use.
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