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Abstract

* EXxploit capabilities of well-studied model explanation and
frequent-itemset mining methods.

 |dentify relevant units by mining units that contribute to
visual explanations.

* PiIn-point class-specific and class-shared relevant units.

Background

Model Explanation: Justify the predictions made by a model
Model Interpretation: What has a model actually learned?

Proposed Method

1- Patch Extraction
* Visual Explanation are

generated per input via
Grad-CAM [1]
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Fig 1. Proposed Deep Model Interpretation Method.

2- Transaction Database Generation
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* Converting each visual patch into a N discreet values. The
first N-1 element shows Indices of internal units, and the last
element shows the predicted class label.
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Conclusion

We propose an interpretation method to identify class-specific
and class-shared relevant units by mining explanations of Its
predictions.

3 — Frequent Itemset & Association Rule Mining
*  Applying eclat algorithm [2]:
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» Extracting highlighted
patches from visual
explanation.

» The transactions of each class = Identifying relevant class-
specific units.

* The whole transaction dataset = lIdentifying relevant class-
shared units.
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